
1

Workshop on Scalable Physics-Informed 
Neural Networks

Session 2 – Introduction to JAX
Dr. Ben Moseley



2Workshop on Scalable Physics-Informed Neural Networks | Session 2 - Introduction to JAX

Poll



3

Scalability challenges of PINNs

Advantages of PINNs

• Mesh-free
• Can solve forward and inverse 

problems, and seamlessly incorporate 
observational data

• Mostly unsupervised
• Can perform well for high-dimensional 

PDEs

Limitations of PINNs

• Computational cost often high 
(especially for forward-only 
problems)

• Can be hard to optimise
• Challenging to scale to high-

frequency, multi-scale problems

(although many PINN improvements 
exist!)
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PINNs for solving wave equation
Velocity model, 𝑐(𝑥, 𝑦) 

PINN

“Naïve” NN

Ground truth FD

Difference (NN)

Difference (PINN)

Moseley et al, Solving the wave equation with physics-
informed deep learning, ArXiv (2020)

Mini-batch size 𝑁! = 𝑁" = 500 (random 
sampling)
Fully connected network with 10 layers, 
1024 hidden units
Softplus activation
Adam optimiser

Training time ~1 hr on a GPU!

Ground truth FD 
simulation
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PINNs for solving wave equation
Velocity model, 𝑐(𝑥, 𝑦) 

PINN

“Naïve” NN

Ground truth FD

Difference (NN)

Difference (PINN)

Moseley et al, Solving the wave equation with physics-
informed deep learning, ArXiv (2020)

Mini-batch size 𝑁! = 𝑁" = 500 (random 
sampling)
Fully connected network with 10 layers, 
1024 hidden units
Softplus activation
Adam optimiser

Training time ~1 hr on a GPU!

PINNs need to be retrained for each new 
I/BC !

Ground truth FD 
simulation
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Can physics-informed neural networks (PINNs) beat 
finite difference / finite element methods?

TITLE-ABS-KEY ( "physics-informed neural 
network"  OR  "physics informed neural network" ) 
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Workshop overview

Workshop on Scalable Physics-Informed Neural Networks | Session 2 - Introduction to JAX

Session 1: Intro to PINNs

• Lecture (1 hr): Introduction to SciML and PINNs
• Code-along (30 min): Training a PINN in PyTorch

Session 2: Accelerating PINNs with JAX

• Lecture (30 min): Introduction to JAX
• Practical (1 hr): Introduction to JAX and coding a PINN from scratch in JAX

Session 3: Accelerating PINNs with domain decomposition and NLA

• Lecture (30 min): Challenges with PINNs and improving their performance with 
domain decomposition and numerical linear algebra

• Practical (1 hr): Coding finite basis PINNs and extreme learning machine 
FBPINNs in JAX
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What is JAX?

JAX = accelerated array computation + program transformation

.. Which is incredibly useful for high-performance 
numerical computing and large-scale (Sci)ML
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JAX in ML

Silver et al, Mastering the game of Go without human knowledge, Nature (2017)Google/ DeepMind, Gemini: A Family of Highly Capable Multimodal Models, ArXiv (2023)
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JAX in scientific computing

← Ocean surface velocity, simulated in 24 hr using 16 NVIDIA A100 GPUs

Hafner et al, Fast, Cheap, and Turbulent - Global Ocean Modeling With GPU Acceleration in Python, Journal 
of Advances in Modeling Earth Systems (2021)
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What is JAX?

JAX = accelerated array computation + program transformation

• JAX is NumPy on the CPU and GPU!

• JAX uses XLA (Accelerated Linear Algebra) to 
compile and run NumPy code, lightning fast
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What is JAX?

JAX = accelerated array computation + program transformation

• JAX is NumPy on the CPU and GPU!

• JAX uses XLA (Accelerated Linear Algebra) to 
compile and run NumPy code, lightning fast • JAX can automatically 

differentiate and parallelise native 
Python and NumPy code

Image credit: AssemblyAI
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JAX = accelerated array computation 
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JAX is NumPy on the GPU
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JAX is NumPy on the GPU

(10,000 x 10,000) (10,000 x 10,000)
NumPy on CPU (Apple M1 Max):
7.22 s ± 109 ms 

(10,000 x 10,000) (10,000 x 10,000)
JAX on GPU (NVIDIA RTX 3090):
56.9 ms ± 222 µs (126x faster)
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JAX is NumPy on the GPU

(10,000 x 10,000) (10,000 x 10,000)
NumPy on CPU (Apple M1 Max):
7.22 s ± 109 ms 

(10,000 x 10,000) (10,000 x 10,000)
JAX on GPU (NVIDIA RTX 3090):
56.9 ms ± 222 µs (126x faster)

Why is this operation faster on the 
GPU?
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JAX is NumPy on the GPU

Image credit: MathWorks

Low latency
Ideal for serial processing

High throughput
Ideal for parallel processing

(10,000 x 10,000) (10,000 x 10,000)
NumPy on CPU (Apple M1 Max):
7.22 s ± 109 ms 

(10,000 x 10,000) (10,000 x 10,000)
JAX on GPU (NVIDIA RTX 3090):
56.9 ms ± 222 µs (126x faster)
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Wave simulation
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Wave simulation

Lots of (element-wise) 
matrix operations!  
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Wave simulation
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Wave simulation

NumPy on CPU (Apple M1 Max): 8.06 s ± 54.7 ms

JAX (jit compiled) on CPU (Apple M1 Max): 1.58 s ± 11.6 ms 
(5x faster)

JAX (jit compiled) on GPU (NVIDIA RTX 3090): 65.5 ms ± 30.2 µs 
(123x faster)  
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Code along – Introduction to JAX

Follow along here:

Workshop on Scalable Physics-Informed Neural Networks | Session 2 - Introduction to JAX

github.com/benmoseley/
scalable-pinns-
workshop

https://github.com/benmoseley/scalable-pinns-workshop
https://github.com/benmoseley/scalable-pinns-workshop
https://github.com/benmoseley/scalable-pinns-workshop
https://github.com/benmoseley/scalable-pinns-workshop
https://github.com/benmoseley/scalable-pinns-workshop
https://github.com/benmoseley/scalable-pinns-workshop
https://github.com/benmoseley/scalable-pinns-workshop
https://github.com/benmoseley/scalable-pinns-workshop
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What is JAX?

JAX = accelerated array computation + program transformation

• JAX is NumPy on the CPU and GPU!

• JAX uses XLA (Accelerated Linear Algebra) to 
compile and run NumPy code, lightning fast • JAX can automatically 

differentiate and parallelise native 
Python and NumPy code

Image credit: AssemblyAI
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JAX = program transformation
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What is a program transformation?
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What is a program transformation?
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What is a program transformation?
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What is a program transformation?
Step 1: convert Python function into a 
simple intermediate language (jaxpr)
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What is a program transformation?
Step 1: convert Python function into a 
simple intermediate language (jaxpr)

Step 2: apply transformation (e.g. return 
the corresponding gradient function)
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What is a program transformation?

Program transformation =

Transform one program to another program

• Treats programs as data
• Aka meta-programming
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Program transformations are composable

• We can arbitrarily compose 
program transformations in JAX!

• This allows highly sophisticated 
workflows to be developed
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Autodifferentiation in JAX

• JAX has many autodifferentiation capabilities

• all are based on compositions of vjp and jvp 
(i.e. reverse- and forward- mode autodiff)
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Other function transformations

f(x) → dfdx(x) is not the only function 
transformation we could make!

• What other function 
transformations can you imagine?
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Automatic vectorisation

=+ b

• Vectorisation is another type of 
function transformation

= parallelise the function across many 
inputs (on a single CPU or GPU)

w x

=+ b
w x_batch
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Automatic vectorisation

=+ b

=+ b

w x

w x_batch
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Automatic vectorisation

=+ b

=+ b

w x

w x_batch
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Automatic vectorisation

=+ b

=+ b
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Automatic vectorisation

=+ b

=+ b
Much faster 
than a Python 
for loop!
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Just-in-time compilation
• Compilation is another type of 

function transformation

= rewrite your code to be faster

Workshop on Scalable Physics-Informed Neural Networks | Session 2 - Introduction to JAX
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Just-in-time compilation

Global 
GPU

Memory

x x*x

x*x*xx

x, x*x, x*x*x x + x*x + x*x*x

Kernel 1

Kernel 2

Kernel 3

Core operations

• Compilation is another type of 
function transformation

= rewrite your code to be faster
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Just-in-time compilation

x*x*x x + x*x + x*x*x

Fused kernelGlobal 
GPU

Memory

x x*x

Core operations

• Compilation is another type of 
function transformation

= rewrite your code to be faster
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Just-in-time compilation

x*x*x x + x*x + x*x*x

Fused kernelGlobal 
GPU

Memory

x x*x

Core operations

• Compilation is another type of 
function transformation

= rewrite your code to be faster

8x faster!
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Just-in-time compilation
• Compilation is another type of 

function transformation

= rewrite your code to be faster

• XLA (accelerated linear algebra) is 
used for CPU / GPU compilation

• Function is compiled first time it is 
called (i.e. “just-in-time”)

= upfront cost!

8x faster!
Workshop on Scalable Physics-Informed Neural Networks | Session 2 - Introduction to JAX
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JAX ecosystem
Optimisation Neural networks

ML Scientific computing + ML

DeepXDE

Equinox

Lineax

Flax

jax.scipy

Optax

Diffrax

JAX-MD

Trax

NumPyro

Optimistix

JAXopt

JAX-CFD

MaxText (LLMs)

EasyLM
RLax

Scenic

Jraph

For more: github.com/n2cholas/awesome-jax
Workshop on Scalable Physics-Informed Neural Networks | Session 2 - Introduction to JAX
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Optimisation with Optax
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JAX - the sharp bits 🔪

🔪 Pure functions: JAX transforms are designed to work on pure functions 

🔪 🔪 Static shapes: JAX transforms require all shapes to be known in advance

🔪 Out-of-place updates: JAX only allows out-of-place array updates

🔪 Random numbers: JAX requires us to handle RNG explicitly

https://docs.jax.dev/en/latest/notebooks/Common_Gotchas_in_JAX.html 

Workshop on Scalable Physics-Informed Neural Networks | Session 2 - Introduction to JAX

https://docs.jax.dev/en/latest/notebooks/Common_Gotchas_in_JAX.html
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Workshop overview
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Session 1: Intro to PINNs

• Lecture (1 hr): Introduction to SciML and PINNs
• Code-along (30 min): Training a PINN in PyTorch

Session 2: Accelerating PINNs with JAX

• Lecture (30 min): Introduction to JAX
• Practical (1 hr): Introduction to JAX and coding a PINN from scratch in JAX

Session 3: Accelerating PINNs with domain decomposition and NLA

• Lecture (30 min): Challenges with PINNs and improving their performance with 
domain decomposition and numerical linear algebra

• Practical (1 hr): Coding finite basis PINNs and extreme learning machine 
FBPINNs in JAX
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PINN (PyTorch) baseline

82 seconds

PINN (JAX)

11 seconds


